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2015

… 

Linear Models

2016

… 

Deep Models

2019

Multitask Models

… 

… 

2023

Bigger Models

… 

… 

… 

… 

Recommending What Video to Watch Next: A Multitask Ranking System
Improving Training Stability for Multitask Ranking Models in Recommender Systems



Benefits of scaling
O(1,000,000) O(10,000,000) O(100,000,000)



Benefits of scaling
O(1,000,000) O(10,000,000) O(100,000,000)

pCTR = 0.321 pCTR = 0.29 pCTR = 0.302



Benefits of scaling: fewer outliers
2015 2023



Benefits of scaling: simplicity
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Benefits of scaling: reliable offline evals

A/B test

results

O(weeks)



Benefits of scaling: reliable offline evals

results

O(days)

ML loss



Objective Maximization



Observation
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Observation

Every ranked system with a feedback loop is an RL system.
O

rd
er

 b
y 

E[
ob

je
ct

iv
e]

majority training examples



Observation

Every ranked system with a feedback loop is an RL system.
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less training examples

Model shifts the mean as a result of
over-prediction penalty



Consequences

1. the system continuously moves towards its objective
→ the choice of objective is critical

2. higher variance leads to higher penalty
→ reducing variance is very important (e.g. through scale)

3. spontaneous exploration is not sufficient
→ invest in intentful data acquisition Fixed Slot Exploration

Online Matching: A Real-time Bandit System for Large-scale Recommendations



Modeling Product Behavior



Pre-roll Ad

Many
competing
recs

Feed Ads

Appealing recs affect
watching behavior 
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P(abandon) P(click)

P(scroll)

User Browsing Model

no click



Future



Recs 2015 Recs 2023 LLMs

dense compute

?

embeddings



Thank you!
We’re hiring:

YouTube Recs
heldt@google.com, shuchaobi@google.com

Google DeepMind
zcheng@google.com, lichan@google.com, edchi@google.com

Search / Discover
yuliuai@google.com


